PR 110 L F EARALIERANERAE

iR HE iR ALY B28(—8£4) 28 %/
$2h ALY BRASZE(EE)
%A ALY ERAESEERE)

#8 ¢ SHERH
AFERERH B *HAELEE (F) WX

In this exam, V is assumed to be a vector space over some field IF, which will be explicitly
indicated in the problems when necessary. Also recall that the set of all linear maps from
V to IF also forms a vector space over the same field F with the usual function addition and
scalar multiplication. This space is called the dual space of V and is denoted by V*. In set
notation,

V*={f:V = F|f is linear}
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1. Consider the following system of linear equations.

I1—3$2+2.’E3— fE4+2.’L’5=2
3$1—9$2+7$3— .’174+3£E5=7
2$1—6$2+7$3+42}'4—‘5$5=7

a. (5pts) Find the reduced row echelon form of its augmented matrix (Alb).

b. (10pts) Explicitly find the solution set K of this linear system, including a particular
solution and a basis for its homogeneous solution set Kp.

2. (15pts) Consider the following matrix

21 -2
A= 2 3 -4
11 -1

Find a diagonal matrix D and an invertible matrix @ such that D = Q7IAQ. If it is
impossible, give a convincing reason.

3. Let T': R* = R* be the linear map defined by
T(a,b,c,d) = (a+2d,b — 2¢,—2b+ ¢, 2a + d)
Let B = {e1, e, €3, €4} be the standard ordered basis for R* (for example, e; = (1,0,0,0)).

a. (5pts) Find the characteristic polynomial of T'.

b. (5pts) Find the minimal polynomial m(z) of T. Explain why your answer is indeed
minimal. .
Hint: by definition, m(z) is the monic non-zero polynomial with smallest degree such that

m(T) is the zero map on R%. —
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4. (10pts) Let V = C? be equipped with the standard inner product <, >. Let f: V — C be
the unique linear map defined by

fla,b,c) =da+(2+3)b+ (1 —2i)c  VY(a,b,c) € V.
In other words, f is an element in V*. Find the unique vector z € V such that

fw)=<wv,z> forallveV

5. (15pts) Let W be the subspace of R* spanned by the following vectors
=(1,-1,0,0) v =(0,1,-1,0) wvs=(0,0,1, 1)

Apply the Gram-Schmidt algorithm to obtained an orthogonal basis for W.

6. (15pts) Let V be a finite dimensional vector space over C. Let T : V' — V be a linear map and
let W be an T-invariant subspace of V. Suppose that vy, vs, . .., v, are eigenvectors in V of T
corresponding to distinct eigenvalues A1, Ag, ..., A, in C. Prove that if v +vg+- -+v, € W,
then v; € W for all 1 <14 < n. (Hint: induction on n)

7. (10pts) Let V = R™ be equipped with the standard inner product <, >. Suppose that

S = {v,...,um} is a set of non-zero orthogonal vectors in V (m < n) Show that S is

linearly mdependent

8. (10pts) Let V and W be finite dimensional vector spaces and let T : V — W be a linear
map. Recall that there exists a unique linear map T* : W* — V*, called the transpose of T,
where V* and W* are the dual spaces of V' and W, respectively.

Consider V = R? and W = R3. Let T : V — W be the linear map defined by
T(a,b) = (3a +b,a —2b,2a — b) Va,b,c€R.
Then there exists a unique linear map 7% : W* — V* as above. Define § € W* by
8(z,y,2) =3z — 2 +2z Vaz,y, z. eR.
Compute T4(6) € V*.

Hint: you need to either explicitly write down T*(6)(a,b) for any (a,b) € V, or simply write down
a 2 X 1 matriz representing T%(9).
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