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[nstructions: Answer the following questions. Make and state Your own assumplions for questions where
the information is not sufficient lor you to solve them. For example, il you need the corresponding p-value
of a normally distributed random variable evalyated at 2.5, you may indicate the value as, for example,
Pr{z > 2.5}, whete z ~ N(D, 1]

L. (10 points) Suppose z, ..., n :"Ldi'l"'(m,ﬂ'f] and y1,..., gny = N[z, a3) are two independent random
samples. Suppose alzo that n; = ny. And we know that the sample estitnates for these parameters
are: £,£;,5],53. A statistician suspects that the variance of the frst sammple is twice the varianes of
the second sample. So he specifies his null and alternative hypotheses as the following: ffy : 7 = 253
and H, : 5% # 253 Also, he wants lo tesl if the sanple means are the same for both samples, ie.,
Hy: 3 =%z and &, STy #E By

{a) Are there any problems with his statement?

{b) How will you test these two hypotheses? Please specify the statistics and their distribibions under
the null. Remember to specify the degrees of freedom, if any.

2. [a

—

{11 points) Suppose we have the follawing information for two independent samples from Lwo
dislinct normal populations: £1, 2y, 57, 52, 7y, ny, where £, s?, and ny refer to Lhe sample mean,
sample variance, and sample size ol sample i (i = 1,2), respectively. & is a known canstant. Also,
bet gy and o refer 1o the population mean and variance of sample i, respectively.

Please complete the following table. Remember to specify the degrees of freedorm, if there are any.

sampling distributions

Wypothesis | statistics | small sample size | large sample size
m=0 | @ O R B0
pL—gz=0}  [b) (f (3
ol =k (<) (g) -
of =i {d) (h) -

Which of the above tests do not require normality assumption?
{b

—a

(4 points) Suppose, now, that #; refers to the sample proportion of sample i. Given sample size
ny and n3, complete the following table.

Hypothesis | slatistics | Disteibulion (large sample size}
=0 (k) {m)
Pi= P (N (n}

3. {15 points) Use the following informalion to answer questiont(a) to (c). A callege prafessor gives a Lest
that has 10 true-false questions. Two students take the test. Student A who does not know atything
about the subject, answers the questions by tossing a coin. The college professor sets up the following
hypothesis, whete p represents the probability that, a student gets an answer right,

Hp: The students de nol know anything (p = .5).
Hy: The students do know the subject {p > .5).

{a} What is the chance of student A getting exaclly € correct answers when the null hypothesis is
true?

(b} I the professar decides to reject the null hypothesis when the student gets B or more carrect
answers, what is Lhe size of the Type | error? What if he raises the stagdard to 9 ar snore correct
answors?

(¢) Student B siudies ane night before the test, so the probability he gets an answer right is p = 6.
What is the probability thal this student can pass the test when the standard for passing is §
correcl answers.

4. (10 peints) Suppose in a certain statistics wourse, 707 of the students who tum in Lhe assignment on
time pass the mid-term examination, while 809 of the students who turn in assignment late pass Lhe
oxam (strange, isu't it?). Suppose also 50% of the students tu m in the homework, 50% of whom turn
in the homework on lime. Qnly 40% of thase who do not turn in the homework pass the midterm.
Mew, astudent who lailed in the exam comes to your office asking far chaoging grade. How would you
answer Lhe lollowing questions:

(a) What is the probability that Lthe student turned in the homework n time? What is the probability
that he or she did not turn i the homework?

(b) Caleulate the percentage of the students wha turn in the assignment late and pass the exarm.

5. (10 points) Given a sample of size n, is the {1 — o) x 100% confidence interval lar a parzmecter always
the same as the corresponding critical region for thal parameter at o significance level? Briefly explain
YOUT answer,

6. {10 points) Fit a hinomiaf density with & = 4 to the follawing data. Apply the chi-square Lest Lo see
whether the binomial assumption is substantiated. Take o = 0.05.
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7. {10 points} A survey was conducted by sampling 400 persons who were questioned regarding union
membership and attitude toward decreased national spending on socjal wellare programs. The ceoss-

tabulated frequency counts are presented. Take o = 0.05.

H2rR #2H

Support  Indifferent  Opposed | Total
Union 112 36 28 176
Nonunion 84 &8 T2 224
Total 196 104 100 400
8. (20 points) Suppose you are asked to estimate the following model:
=80+ Fazn + Bazse + Pazar + e,
where { = 1,...,250. And you get the following resuits:
variable cocificient atd, err. L-atat  pevalue
h 2474 04667 5303 G000
Az 0.038 0.0063 14,165 000
B 0077 00022 -2388 0017
) 39,286 70197 4137 0.000
R-aquars D63  mman of dependent var., | 5.466
Adjusted R-square A 5.0, of dependent var. 246
5. E. of regression B Sum of squared reaid, -
F-atat 183 587

[a) (10 poinls) What are A, B, and & 7

(b} (10 points} What are the degrees of [reedom for the F-statistic?™ What is the underlying null

_bypothesis?

Tahle ¥V The p? disteilmtion

The firsl column lists the nember of degrees of
Ireedoun (), The hc.'ldings of e sther calumas
give probabilitics [£) for x? to excecd the eniry
value. Forr % BOO, treat 2,7 — vIv — | asa
siandard normal variahble.
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