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[ (40 %) Truc and False. ( —& &4 S BREH )

(2) Two linear systems Ax = b and Bx = ¢ are equivalent then A and B are row equivalent.
(b) If a linear system has no free variables, then it has a unique solution.
{c) A is a square matrix. If lincar transformation x l—>Ax is onto, then x [-a»Ax is one-10-ope,

(d) Let T be a linear transformation from R3 1o R™. If vectors a, b, ¢ are linearly independent,
then T{a), 7T(b), T(c) are linearly independent.

(€) The nonempty subsct of a lincar-dependent vecter set is linearly dependent.

(f) nx m matrix A has n distinct eigenvalues if and only if A is diagonalizable.

(g) If matrix 4 is diagonalizable, then the columns of A are linearly independent.

(h) If nxn matrix A has » linear-independent eigenvectors, then so do both ATand A1

0 5 3 -1
2. (10 %) Find the c1, c2, and ¢3 in the equation o3 ! {+ca| 2 |t 1]=| O
=37 -1 2 1

3. (10 %) Explain why the linear transformation 7: R” —» R™
(a) is onto, then »n 2m .
(b) is one-lo-one, then n <m .
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4. (10 %) Find a matrix A such that the transformation x|— Ax takes B} and {_J into LJ and [l}

respectively.

5.(10 %) Let 4 and B be n1x # matrix. Which one of the two statements: (¢) detAB = det4 delB
and (ii) det(A+8) = det4 + detB is wrong ? What conditions on the matrices and matrix
addition make the wrong statement to be right 7 Note that the "det" is determinaat.
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6. (10 %) Find bascs for Row A, Col A, and Nul A, where A = .
2 3 7 8 3
3175 4
(1 3 5]
-1 -3 1
7.(10 %) Find a QR factorization of matrix | 0 2 3|, where columns of @ form an
5 2
1 5 8

orthonormal basis for Col 4.




