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Problem 1. Let 4 be a complex nxn matrix. Let A" be the conjugate transpose of A.
(a) (5%) Suppose that 4 is self-adjoint (that is, 4’ = A4). Prove that every eigenvalue of 4
is real.
(b) (5%) Suppose that A4 is unitary (thatis, 4'A=AA4" =1I). Prove that every
eigenvalue A of 4 has A1=1

Problem 2. (15%) Let 4 be a real 2x?2 symmetric matrix. Prove that there exists a 2x2
real orthogonal matrix Q (that is, 0'Q=00'=I) such that

A
0

0
040 =( lz] , Where 4, and 4, are eigenvalues of 4.

Problem 3. The linear transformation 7:¥ -V’ from a vector space ¥ to itself satisfies

T*=T (thatisa projection). Let I and O denote the identity and zero transformations on V.
For each of the following give either a proof or a counterexample:

(a) (5%) If A is an eigenvalue of T'then Ae {0,1}.

(b) (5%) T=I or T=0.

Problem 4. Let W, and W, be subspaces of the finite dimensional vector space V over
the field F. Prove that

(@) (5%) W, +W,={w +w,:w, eW,w,e w,} and W,(\W, are subspaces of V.
(b) (10%) dim (W, y+dim (W, )=dim (W, +W, Jrdim(W, NW,).

Problem 5. (15%) Let ¥ be a finite-dimensional vector space over the field F and let T'be a

diagonalizable linear transformation from ¥ to itself. Let .6, ¢, be all the distinct
cigenvalues of 7. Prove that the minimal polynomial for Tis the polynomial

px)=(x=c)(x~c)(x~c,).

Problem 6. (10%) Prove that every matrix 4 such that 4% =4 is diagonalizable.

2 0 0 1
Problem 7.Let A={ 6 -4 4| and vy=4%%|0
-6 6 6 0

(a) (15%) Find the eigenvalues and eigenvectors for the matrix 4. Show your work.
(b) (10%) Calculate the vector v.




