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Instructions: Do all 7 problems. Show your work. The nofations: R, is the set of all real
numbers, P (R} is the set of all polynomizals of degree n with real valued coefficients.

1. (a) For any subsets U, W of vector space V, define
U+ W={utwuelweW}
Prove that if U/, W are subspaces of V', then U + W is also a subspace of V. (10 pts)

(b) Let V be a finite dimensional inner product space, and I/ and W be two subspaces
of V. f dim¥U < dim W, show that there exists a nonzero vector w in W such that
w is orthogonal to all vectors in U, (10 pts)

2. Suppose A is a n X n square matrix with A¥ = 0 for some positive integer k and z is a
n x 1 matrix such that A*~'z 2£ 0. Show that {:c, Az, o ,Ak‘l:r} is linearly indepen-
dent. (10 pts)

3. Let T : R® = R? be the linear transformation given by
T(Iv Y, Z)' = (:I‘ +2y+zytz,—x+3y+ 42)

Find a basis for the null space of 7', the dimension of the null space, dimN{T) and the
dimension of the range, dimR(T). (10 pts)

4. Let A be an invertible 7 x n matrix with real coefficients and adj{A) its classical adjoint,
(a) What is the relation between A1 and adj{A)? (2 pts)
() Show that if adj(A) Is symmetric, then A is also syimmetric. (4 pts)
(¢c) Show that if adj{A) =Ln > 2, then A=Tor A=—1. (4 pts)

5. Let A be the 3 x 3 matrix with eigenvalues A, = 1, Ay = —1 and A3 = 2 for which
1 1 -1
= |0],va=1[1] andvg =1 0 | are the corresponding eigenvectors.

Al 0 0
{a) Find A. {10 pts) C
(b) Calculate (A +1)1%. (5 pts})

6. Let V' = By(R) with the inner product < flz),g(z) »>= fi] f(t)g(t)ﬁdt, and con-
sider the subspace Py(R) with the standard ordered basis # = {1,z,2?}. Use the Gram-
Schmidt process to replace 8 by an orthonormal basis {v;,ve,va} for Po(R). (10 pts)

(a)
{b) Explain why A4 is diagonalizable or not diagonalizable. (5 pts)
(¢} Find a Jordan caronical form J of A. (5 pts)
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