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L. (50%) BSERERIE (—E EERENES  SAEEEHS S BEHI2 4 TE 04 2EES> 0)

{@) All elementary row operations are reversibie.
() The solution set of Ax = b is obtained by translating the solution set of 4x = 0.

(c) Let T be a linear transformation. If {v,, vy, v,} is linearly dependent, then {Tv), T(vy), T(w)) is
also linearly dependent,

() Let A be the square standard matrix of transformation T. T is one-to-one if and only if 7'is onto.
(€} If 4 and B are nxn matrices, then (4+B)(A-B) = 4° - B~
(4 Aplane in R’ is a two-dimensional subspace of R,

(g) A row replacement operation on matrix A doesn’t change the determinant, and thus doesn’t
change the eigenvalues of A,

(#) Similar matrices always have the same eigenvectors.
() If Pis an orthogonal vector set, then P is a linearly independent vector set,

() If W=2Span {v_,v,, .., v} then Wand W™ are always subspaces.

2. (10%) BIEFE (B MEENE 2 5 FHN2 9 T 05 ABERS> 0)
If A and B are two rxn matrices.
() detd " = (detd) .
(DY (A+BY =4+ BV
(c) det{4 + 8)=detd + detB.
(AR =47 BT
(€) det(4BC) = detd " detB T det ¢

71 7= -
3.(10%) Let B = ”J[ ﬂ} and " = {[ ﬂ{ ﬂ} be bases for RZ, Find the change-of-coordinates

matrices from “Bto C"and *Cto B,
13 3 2 -9
-2 -2 2 -8 2
2 3 0 7 i
3 4 -1 11 -8

4, (10%) Find the bases for Col A, Row 4, and Nul A, where A =

4 2 2
5. {10%) Diagonalize matrix 4 =|2 4 2]; that is to find matrices P and D such that 4 = PDP,
2 2 4 i
I 3 5 |
6. (10%) Find a QR factorization of matrix 4 = i i g . where ;ulumns of & form an orthonormal basis
1 3 3

. for Col 4.




