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1. If a CPU receives multiple requests for cxceptions al about the same time, it shoukl service all of them
betore returning control to the interrupted program. What type of mechanism should it use for holding
the inlcrrupt requests: a queue, a stack, or something else? Explain. (10%)

2. Explain why DMA /(G is faster than CPU-controlled /O (15%)

3. Consider a virtial memory system with the following properties: 36-bit virtual address, 4 KB pages,
aud 32-bit physical address. What is the total size of the page table for cach process on Lhds machineg,
assuming that the valid, protection, dirty, and use bits take a tolal of 4 bits and that all the virtual pages
are in usc. Assume that disk addresses ave nol stored in the page table. (15%)

4. Supposc you have a 4 words cache wilth a block size of | word. Consider the following Kst of
references te words being read from memory: 2,4, 1,3, 1, 2, 0, 4, 3, 1. Assume the cache initially
cmpty. Assuming the cache is fully-associative using an LRU replacement policy, label cuch of the
references as either a hit (H) or a miss (M) and show the final contents of the cache. (13}
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5. Pipelining is an implementation technigue in which multiple instructions arc ovcrlapped in cxecation, |

Under ideal conditions, the maximum speedop from pipelining equals the number of pipe stages. !
Identily as many reasons as you can why we can not get the meximum speedup usually. (20%) ,/ Fo
6. Please cxplain the following terms: (25%) , ‘J

a. Write-hack cache
b. Microprogramming
c. Interleaved memory
: . Temporal locality
i e. SIMD machine



