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1. (20%)Give the definitions of the following terms (] &8 4 &)
(a) vector space and subspace.,
{b) Linear independent and linear dependent vectors.
{c} invertible matnx and elementary matrix.
(d} one-to-one mapping and cnio mapping.
(e) stmilar matrix and diagonalizable matrix.

2. (40%)True and False, ( —ZF $H 0 ~ B0 K 245 S804 5)
(a) A linear system with fewer cquations than variables cannot have a unique solution.

(b) Two linear systems A4x = & and Bx = ¢ are equivalent if and only if 4 and B are row
equivalent.

{c) If a linear system has no frec variables, then it has a unique solution.
(d) A basis of a vector space is a maximal independent set and a minimal spanning set.
(e) The subset of dependent vectors is dependent.

(f) If 4B 1s invertible, then B is invertible,

(g} ¥ np ' is always non-empty, where |-+ is the orthogonal complement of J |

(h) If nxi matrix A has » linear-independent eigenvectors, then so do both A¥ and 41
(1) I A Is row equivalent to the identity matrix I, then 4 is diagonalizable.
(0} If A 1s diagonalizable, then the columns of A are lincarly independent.

3. (10%)Give two geoinetric meanings {or that the linear system 4x = b is consistent.

4. (10%)Give two algorithms to find nvertible matrix (you shalf not use determinant),

2 -5 8 0171
1 3 51 5
3 11-197 1
17-135-3_

5. (10%)Find bases for Col 4, Row A, Nul 4, and Nul A7, where A =

—1 4 -2
6. (10%)Diagonalize the matrix A to PDP ™' and find P and D, where A = 34 0
-31 3



